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1 Introduction

In this note, we will focus on the support vector machine and explore the KKT conditions and duality.

2 Unconstrained optimization problem

3 Constrained optimization problem

For constrained optimization problem, one way to solve it is convert it into a unconstrained one and then all
the tools of unconstrained optimization problem could be used. Otherwise, one can convert it into another
constrained problem but with much easier constrains which makes the problem is easier to solve.

Assume f,g;, h; are continuous and differentiable in 2. A general constrained optimization problem could
be formulated as follows:

mingeq f(x) (3.1)

Where Q@ = {x € R"|g;(x) =0,i=1...,m,hj(x) <0,j =1...,1}.

We could also write it as the following form:

minxeRn f (X)

s.t.og(x) =
h(x) <

(3.2)

where g = (g1, ..., 9m) and h = (hy, ..., hy).

We could extend f into the whole domain by add the constrains through Lagrangian multipliers. First, we
write down the Lagrangian function

m l
L(X7 o, IJ’) = f(X) + Zaigi(x) + Zujhj(x) (33>

where p > 0 elementwise and a, p are Lagrangian multipliers or dual variables. Then, one can show that
the original constrained optimization problem is equivalent to the unconstrained optimization problem on the
extend f.

featend = mazamazy>o L(x, o, p) (3.4)
Note
fx), xeQ
fea:tend = { c (35)
400, x€

If x € Q, then, marqamaz,>o L(x,o, ) = f(x) since g = 0 and ph(x) < 0. Otherwise, there exists an x
such that g;(x) # 0 or h;(x) > 0. Then, L will approach +oo as corresponding o or p goes to co. After the
discussion above, obsequiously, we know

mingeq f(X) = Minxerr featend = Milxerr» Masamaz,>o L(x, o, p) (3.6)

Hence, the key is to extend the function beyond €2 using a hard wall potential so that the extended function is
infinite beyond 2. Now, we are ready to move further for solving this unconstrained optimization problem.



4 Primal and Dual problems

Problem (3.2) is referred to as primal problem and there is the corresponding dual problem which is searching for
the best lower bound of the primal optimal denoted px. The dual problem is obtained through the Lagrangian
(3.3) and the constrains on dual variables. Note that x is the primal variable, e, p are the dual variables.

Dual function is defined as the infimum of Lagrangian function over primal variable x € R™:
G(anu') = minXER" L(Xyauu') = L(X*7a7:u') (41)

Note that, since G is defined as a point-wise minimum, it is a concave function. We could solve this unconstrained
optimization problem by finding the stationary point. Clearly, x* satisfies

m l
Vel (X, 1) = Vi f(x7) + 3 i Vigalx) + 311 Vichy (x7) = 0 (4.2)
i=1 j=1

Hence, one can write z* = z(a, p).
One can easily find the relationship of the objective value and the dual function value, denote the primal
optimal p*, then, we have
Vx feasible, f(x)> L(x,o, p) > G(a, p) (4.3)

That is, the dual function provides a lower bound on the objective value px in the feasible set. The right-hand
side of the above inequality is independent of x. Taking the minimum over x in the above, we obtain

p' = Gla, p) (4.4)

Since this lower bound is valid for every dual variable u > 0,a, We can search for the best one, that is the
largest lower bound d*:
p* > d* == mazromaz,>o G(o, p) (4.5)
we call this weak duality.
Hence, the Lagrangian dual problem is defined as
mazomaz, G(a,p)
s.t. Ve L(x,a,pn) =0 (4.6)
w=0
Note that the constrain on dual variable of inequality is natural, and the other constrain is determined by
solving the unconstrained optimization problem (4.1) whose optima are characterized by setting the derivative
with respect to primal variable x to zero.
Now, it is time to consider when will the primal problem and dual problem are attained. In the next section,

we will explore the necessary conditions for primal and dual optimum attainment and the procedure of how to
determine the optimal triples (x*, a*, u*).

4.1 Strong duality and KKT conditions

Strong duality: The theory of weak duality seen above states that p* > d*. This is true always, even if the
original problem is not convex. We say that strong duality holds if p* = d*.

Slater’s sufficient condition for strong duality: Slater’s theorem provides a sufficient condition for
strong duality to hold. Namely, if

1. The primal problem is convex;

2. Tt is strictly feasible, that is, there exists xg € R™ such that g(xg) =0, h;(x0) <0, Vi=1,....,m
then, strong duality holds: p* = d*, and the dual problem is attained.

Sufficient condition for dual optimum attainment: Slater condition, namely strict feasibility of the

primal, ensures that the dual problem is attained.
Primal optimum attainment: Likewise, if in addition the dual problem is strictly feasible, that is if:

u >0, a € R™ s.t. Gla, p) > —00,

then strong duality holds, and both problems are attained, that is: there exist (x, a, p) such that x is feasible
for the primal problem; «, p are feasible for the dual problem: g > 0, and (o, u) € domG.
Optimality conditions: The following conditions are called the Karush-Kuhn-Tucker (KKT) conditions



1. Primal feasibility: g(x) =0 (VoL = 0), and h(x) <0
2. Dual feasibility: g >0

3. Lagrangian stationarity: (in the case when every function involved is differentiable) VyL(x, a, ) =
m l
fo(X) + Zi:l aivxgi(x) + Zj:l /J/jvxhi(x) =0

4. Complementary slackness:
y,jhj(X) :O, j = 1,...,1. (47)

Note the complementary slackness is derived from the strong duality
m l
FOx7) = Glar, p) < f(X) + Y afgilx") + Y pihs(x) < f(x7) (4.8)
i=1 j=1

The first equality is the strong duality, the first inequality follows from the definition of G and the second
inequality follows from the primal feasibility and dual feasibility. Hence, the complementary slackness follows.

If the problem is convex, and satisfies Slater’s condition, then a primal point is optimal if and only if there
exist (o, p) such that the KKT conditions are satisfied. Conversely, the above conditions guarantee that strong
duality holds, and (x, a, pt) are optimal. In a summary, under the Slater’s condition, KKT conditions are the
necessary and sufficient conditions for (x, e, ) to be optimal.

4.2 How to find the primal optimal

Now, the question goes back to searching for the primal optimal. One can solve the dual problem first to get
(a*, w*) if the dual problem is easier to solve. Then, The procedure is:

1. write down the Lagrangian function according to the primal problem after rewrite it into the standard
form,

2. define the dual function as the minimum of Lagrangian over primal variable,

3. determine the constrains of dual problem using the 2"7¢, 3" KKT conditions since they are the constrains
on dual variables. Usually, one can simplify the dual function using the 3"¢ condition (after this step one
usually end up with a convex optimization/quadratic programming problem),

4. solve for (a*, pu*) using the convex optimization/QP algorithm,

5. determine x* using the 4" condition (complementary slackness).

5 SVM with Hard margin

5.1 Formulate the model as an optimization problem/primal problem

As show in the Figure.5.1, they are two groups, w.l.o.g. we label the green ones by —1, and the blue ones by
1, and assume that these two groups are completely linear spreadable. then, there is a border-line (’support
vectors’) for each group, y = w/x+b= —1 and y = w/x +b = 1. All hyperplanes lie in these two planes could
separate these two groups. So how to determine the optimal one? The goal is to maximize the margin/gap
between these two border-line and choose the hyperplane that has the same distance to two groups. The points
lie on the margins are called support vectors since the classifier/hyper-plane is uniquely determine by these
support vectors. The classifier is define as: f(z) = sign(wlx + b)
1—b—(1—b)

The distance between Inargins isd = ‘7\ﬂ T ‘ = H"3||2 . The green points lie below or on the margin
wlw

y=wTx+b=—1 satisfy y(w?x +b) > 1. The blue points lie above or on the margin y = w’x +b = 1 satisfy
y(wTx+b) > 1. Then, We could formulate the problem into the constrained optimization problem as following

s =[]
min —||W
Wb (5.1)

stoy(wlix; +0)>1, i=1..,1

Now, we solving this problem by primal dual arguments and KKT conditions. first, we write down the La-
grangian function

l
1
L(w,b,p) = §||W||2 + ) pill = yi (WX + )] (5.2)
1=1



@A Maximum

Margin Positive
¢ Hyperplane >
Maximum ' / * o

Margin N
Hyperplane

/’ \\ Support

Negative Hyperplane vectors

>
©

Figure 5.1: schematic of svm download from online source

Then, the Lagrangian dual function is

G(p) = minwern peb L(W,b, p) = L(W*,b", p) (5.3)

where w*, b* satisfies
VwL(w* b, u) =w*— Z/,Liyixi =0 (5.4)
Vs L(W*, b, p Zulyz =0 (5.5)

hence,
1
wh = Z HiYi X (5.6)
i=1

The Lagrangian dual problem is

maz,G(p)
)=0

s.t. VwL(w,b
(5.7)
VyL(w,b, 1) = 0
p=0
We plug (5.5) and (5.6)into it, we could simplify the dual problem as
1
mazx, Z Wi — 5 Z Z iy Xfxz HilYi
Jj=11i=1
st. u>0 (5.8)

l
Zujyj =0
j=1

The objective function of dual problem is a quadratic function of dual variable w, hence, this is a quadratic
programming problem of g which can be solved using well-developed techniques.



5.2 Determine w*, b*

As the above stated, one could solve for pu* by QP programming. Then, how to get the solution/optimal of
primal problem? i.e. how to determine w*,b*? One can determine w*,b* by the 3rd and 4th KKT conditions
which are the relations between primal variables and dual variables.

Find w* by VL = 0 and complementary slackness condition:
w" = Z HiliXi (5.9)
i=1,u;>0

such x; are called support vectors, where p; > 0, the constrains are activated.

Find b* by V,L = 0 and complementary slackness condition:
pilyi(w"xi +b) —1] = 0 (5.10)

by complementary slackness condition, we know p;, > 0 for some %, then, for every ix, the following equation
is true

1
b= — WXy = yie — WX (5.11)
Yix

here we use the fact that % = y since y = *+1 hence, in practice, we could determine b* by the average over ix.

b* = mean(yix — W' Xis) (5.12)

Then, one can predict the class of a new point x by

sign Z piyixix +b* | . (5.13)
i,y >0

One can verify that we solved both dual and primal problems and KKT conditions are satisfied by the 3 steps
stated below. Hence, (x*, u*, a*) are optimal!

e The assumption of regularity conditions (slater’s condition) ensures the primal feasible (1st condition in
KKT)

e The dual feasible p > 0 (2nd condition in KKT) are guaranteed when you solve the dual problem since
they are the constrains of dual problem

e The constrain on dual variable from 3rd condition in KKT and 4th condition are guaranteed when you
solve the dual problem since they are the constrains of dual problem (and the relation between primal
variables and dual variables is guaranteed when you solve for primal variables by dual variables)

6 SVM with Soft margin

In the soft margin case, the groups are not completely separated or the margin distance is too small if we classify
all points correctly. The goal is to make the margin wide enough and has much less wrongly classified points as
possible in the mean time. To quantify the target, we will use hinge function:

maz{0,1 —y;(wix; +b)} Vi=1,..,1 (6.1)
is proportional to the distance from (x;,y;) to the hyperplane when the point is in the margin or in the wrong

side of the plane and it is zero while the points are outside the margin in the correct side of the plane.

The loss function could be define using hinge function as follows:

l
Flw.b) = €3 mar{0,1 — y(w"xi + b)) + 1[Il (62)

i=1

The first term is to penalty the points that lie in the margin or in the wrong margin. The second term is to
maximize the margin distance. Since the function max{0,y} is not differentiable, hence, one need to convert it
into a differentiable problem by imposing new variables and corresponding constrains. Define

& = maz{0,1 — y;(wl'x; +b)} (6.3)



Then, we get the primal problem:

Minw.be f(w,b) = CZ§’ f||w\|2

(6.4)
st. £€>0 Vz =1.,1
—yi(WTXi—Fb) Sfi—l Vi = 1,[
Lagrangian function is
l 1 1
1
Lw,b,&) = SllwlP+CY &= ai&+> mill =& —ui(w'x; +b)] (6.:5)
i=1 i=1 i=1
The Lagrangian dual function is
Go, p) = min(wp e L(w,b,§, o, ) (6.6)
By the 3rd condition in KKT, note that (w,b, &) are primal variables, then, we have
1
Vol =w— Z wiyix; =0 (6.7)
i=1
1
VoL = iy =0 (6.8)
V§L:C*OL¢*,LL¢:O (69)

plug (6.7) into dual function to satisfy it, we get dual function:

l l
a,p)=CY &+ Z Z 1y (X - X)) iy — Z ;& + Z i — Z&uz Z piyi(Wxi) = piyib
=1 i=1

=1 j=1
(6.10)
1
=D K-y Z 2 Hayilki - xi)uys  by(6:8,6.9) (6.11)
i=1 =1 =1
Hence, the dual problem is given by
mawu Zﬂz -3 Z Zﬂzyz X Xz HiYsj
=1 j=1
Zﬂiyi —0 Vi=1,..,1 (6.12)

wi>0 Vi=1,..,1
y22 <C Vizl,...,l

The last constrain is obtained by u; + a; = C and «; > 0 and then dual function is a quadratic function only
of p with linear constrains. It is efficiently solvable by quadratic programming algorithms.
6.1 Determine w,b,&;, o; via KKT conditions

After find the p* by solving dual problem via QP algorithm, one can determine

for ¢ such that p; > 0 and such z; are called support vectors. Note that these support vectors are either
incorrectly classified or are classified correctly but are on or inside the margin.

=C—p; Vi=1,..,1 (6.14)

To determine b*, ¢, we need to play with the 4th KKT condition. there are 2 types inequalities in primal
problem.

&E>0 Vi=1,..1 (6.15)

&>1—y(whx; +b) Vi=1,..,1 (6.16)



Hence, there are 2 types corresponding complementary slackness conditions:

Oziﬁi =0 Vi= 1, ,l (617)

will =& —yi(whix; +0)] =0 Vi=1,..,1 (6.18)
since C' = a; + p;, then,

(C—/.Li)fizo Vi = 1,...,l (619)

will =& —yi(whix; +0)] =0 Vi=1,..,1 (6.20)

We observe that if 0 < u; < C, then & = 0 by eq (6.19), and then, we could solve for b by eq (6.20).
b* = average(y; — W' x;), (6.21)

where ¢ is the one such that 0 < p; < C.

. 0, 0< i < C
&= T (6.22)
1—y(w'x;+0b), pw==C
Then, one can predict the class of a new point x by
sign Z piyixix +b* | . (6.23)

i, >0

7 Kernel SVM (C-SVC)

We replace x with ¢(x) and replace the inner product x7 x; with k(x;, x;) in soft margin case, we get the primal
problem of kernel SVM with soft margin:

MiNw be f(W,0) = CZ& f||w|\2

(7.1)
st &> 0 Vi=1...,1

—y(wT(x;) +b) < & —1 Vi=1..,1

Similarly, We replace x with ¢(x) and replace the inner product x; x; with k(x;,x;), we get the dual problem
of kernel SVM with soft margin:

1 1ol
max,G(p) = Z“i — %Z Z k(xi, i)y
i=1 i=1 j=1

l
S iy =0 Vi=1,..1 (7.2)

0i>0 Yi=1,..,1
w <C Vi=1,..,1

Once the optimization problem is solved as what we did in linear SVM with soft margin case, the output of
decision function for a given sample x becomes:

= sign ( Z yili K (xi,%) + b) (7.3)

€SV

We only need to sum over the support vectors because the dual variables p; = 0 for other samples.

8 Multi-Classification through SVM

One usually use one vs one to implement multi-classification. For k classes, we will train C’,? = @ SVM
models and vote for final decision.



Figure 9.1: e-tube of SVR model

9 Support vector regression (e-SVR and v-SVR)

Vapnik (Vapnik et al. 1997) proposed a variant of the Huber loss function called the epsilon insensitive loss

function, defined by
~ 07 lf |y - :'Q| <e
Le(y,9) == X . (9.1)
ly —g|, otherwise

This means that any point lying inside an e-tube around the predictions is not penalized, as in Fig.9.1. The
corresponding objective function is

l

) . 1
minw.p,c f(w,b) = CZLe(yi,yi) + §Hw||2 (9.2)
i=1
where §; = f(x;) = wlx;+band C = % is a regularization constant. The objective is convex and unconstrained,
but not differentiable, because of the absolute value function in the objective function. One popular approach
is to formulate the problem as a constrained optimization problem as we used in soft margin. In particular, we
introduce slack variables to represent the degree to which each point lies outside the tube:

yi <wix;+b+e+ &
Ys 2wai+b—e—§;
Then, we get the primal problem:

l
) _ 1
minypete- [(W,0) =CY (6 +&) + 5llwl?

i=1

st. &>0 Vi=1..,1

(9.5)
& >0 Vi=1.,1
yi — (Wix; +b) <e+ & Vi=1..,1
yi — (Wix; +b) > —e— & Vi=1.,1
The Lagrangian function is:
l 1 l !
L(w.b €€ 0, By, 1) = C ) (65 +&0) + 5 lIwlf* = Y _aa = > Bi&7 (9.6)
i=1 i=1 i=1
! !
+Z'Yi[yi —(wix;+b) —e— &M - Zui[yi — (W' + ) + e+ & ] (9.7)
i=1 i=1



The Lagrangian dual function is

G(a7 ﬁ7 v, H) = min(w,b7£)L(wa b7 €+7 Eiaa 22500 iu') (98)

By the 3rd condition in KKT, note that (w,b,£€",£7) are primal variables, then, we have

1 !
Vwl =w— Z YiXi + Z wix; =0 (9.9)
i=1 i=1
l
VoL = (=i +p) =0 (9.10)
i=1
ngrL:C—ai—’inO (9.11)
ng_—L:C—ﬁi — s =0 (912)

plug them into dual function to satisfy it, we get dual function:

l l l l
1
Gy, p) = 5[2 YO x5) 75+ Y (0] %)y — 2 vk %)l 4 Y (v — )i (9.13)
1,7 L,J 1,7 =1
l l l
Y v x> (R — 2 ) (k) x5 (9.14)
0,7 ,j 3,J
3 l 3 l l l
=3 > i %)+ 3 D ik x) s = 3> vk X g+ (i — i)y (9.15)
i irj irj =1

Hence, the dual problem is given by

l l l l
3 3
maz, Gy, ) = 5 > " vi(x! %) + 3 > (X% 5 = 3 v X g+ > (v — i)y
1,J i, i, i=1

1
s.t. Z(Mz —7)=0 Vi=1,..,1 (9.16)
i=1
0<m<C Vi=1,..,1
0<m<C Yi=1,..,1

This is a quadratic function of 2{ dual variables (v, ) with linear constrains, hence, one can use QP algorithm
to solve it. As we showed before that the optimal solution has the form

wh = Z(%‘ — Hi)Xi (9.17)

where ~v; — p; > 0. Furthermore, it turns out that v — p vector is sparse, because we don’t care about the errors
which are smaller than €. The x; for which ; — u; > 0 are called the support vectors; these are points for
which the errors lie on or outside the € tube. Once again, by the complementary slackness conditions, one can
determine b* as

il = (C—m)Eh =0 i=1,..1 (
Bi&; = (C—p)éy =0 i=1,..,1 (9.19
Yilyi — (Wi +b) —e— &1 =0 i=1,..,1 (
pilyi — (Wisi +0) +e+&]1=0 i=1,..,1 (

hence, b = y; — € — wlx; for i such that 0 < v; < C and b = y; + ¢ — w’x; for i such that 0 < pu; < C.
b* = mean (yi —€— WTXi) + mean (yi +e— WTXi) (9.22)
Once the model is trained, one can predict new point x using

sign (w*Tx + b*) (9.23)



plugging in the definition of w*, we get

sign <Z(% — pa)x; X+ b*>

i

Finally, if we replace x!x with k(x;,z), we get a kernelized solution of kernel e-SVR.

sign (Z(% — pa)k(xi, %) + b*>

%

Remark: v-SVR will be added later.

10

(9.24)

(9.25)



